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Summary. This the next article in the series formalizing the book of Ba-
czyński and Jayaram “Fuzzy Implications”. We define the laws of contraposition
connected with various fuzzy negations, and in order to make the cluster registra-
tion mechanism fully working, we construct some more non-classical examples of
fuzzy implications. Finally, as the testbed of the reuse of lattice-theoretical ap-
proach, we introduce the lattice of fuzzy negations and show its basic properties.
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Introduction

The main aim of this Mizar article was to implement a formal counterpart
of the handbook of fuzzy implications [1]. This is the next submission in the
series formalizing this volume, following, among others, [5]. We define the laws
of contraposition with the connection to various fuzzy negations [6]. Developing
the approach proposed in [7], we deal with the part of Chapter 1.5, pp. 20–23
[1].

In the first section we introduce Mizar attributes [2] which define contrapo-
sitive symmetry (also in its weaker, left- and right-side form) with respect to
the given fuzzy negation, in Section 2 we recall the notion of fuzzy negation,
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taking into account the fact that if its converse is just the function (denoted in
the Mizar formalism by R`) implies their surjectivity or injectivity.

Section 3, 4, and 5 formalize complete proofs of lemmas and corollaries 1.5.3–
1.5.9 from Chapter 1.5 [1]. The sixth section introduces two fuzzy implications
introduced by Drewniak [3], which were not formalized in Mizar before: II3
and II4, needed to formulate Example 1.5.10. Section 7 shows how nine basic
fuzzy implications are connected with contrapositive symmetry. Most of these
properties, once proven formally, can be obtained by the Mizar checker without
any additional references, only by virtue of cluster registrations mechanism.
These registrations in the Mizar code can be treated as the formal counterpart
of Table 1.9, p. 29 from Baczyński and Jayaram book, quoted below.

Fuzzy implication I (CP) (L-CP) (R-CP)
ILK NC NC NC
IGD × × ND1
IRC NC NC NC
IKD NC NC NC
IGG × × ND1
IRS NC NC NC
IYG × × ND1
IWB × × ND2
IFD NC NC NC

Additionally, in the final section we introduce the lattice of all fuzzy nega-
tions and show its basic properties [9], partially formulating and proving The-
orem 1.4.3, p. 14. We wanted to avoid duplication of lattice-theoretical notions
(ordering vs. lattice suprema and infima) [11], and the availability of min and
max operations for various (formally distinct) classes of functions was an issue
we had to cope with [12].

Our work makes a step towards the formalization of fuzzy sets and fuzzy
numbers [4], [15] in the computerized proof assistant [8], [10]; see [13] and [14]
for another interesting effort in this direction.

1. Laws of Contraposition

Let L be a non empty 1-sorted structure and a, b be elements of L. Let us
note that the functor {a, b} yields a subset of L. One can verify that there exists
a fuzzy negation which is decreasing.

Let N be a fuzzy negation and I be a binary operation on [0, 1]. We say that
I satisfies contraposition property w.r.t. N if and only if
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(Def. 1) for every elements x, y of [0, 1], I(x, y) = I(N(y), N(x)).

We say that I satisfies left contraposition property w.r.t. N if and only if

(Def. 2) for every elements x, y of [0, 1], I(N(x), y) = I(N(y), x).

We say that I satisfies right contraposition property w.r.t. N if and only if

(Def. 3) for every elements x, y of [0, 1], I(x,N(y)) = I(y,N(x)).

2. Fuzzy Negations Revisited

Now we state the proposition:

(1) NC = (AffineMap(−1, 1))�[0, 1].
Proof: Set N = NC . Set f = (AffineMap(−1, 1))�[0, 1]. For every object
x such that x ∈ domN holds f(x) = N(x). �

Note that NC is continuous and NC is strong and there exists a fuzzy ne-
gation which is strict and there exists a fuzzy negation which is strong. Every
fuzzy negation which is satisfying (N3) is also decreasing and every fuzzy nega-
tion which is decreasing is also satisfying (N3).

Observe that every unary operation on [0, 1] is R-defined and real-valued and
every real-valued function which is R-defined and decreasing is also one-to-one.
Every unary operation on [0, 1] which is decreasing is also one-to-one and every
fuzzy negation is non-increasing and every fuzzy negation which is strict is also
one-to-one. Now we state the proposition:

(2) Let us consider a function R. If R` is a function, then R is one-to-one.

Let us consider fuzzy negations N1, N2. Now we state the propositions:

(3) If N1` = N2, then N1 is one-to-one.

(4) If N1` = N2, then N1 is onto.
Proof: N2 is one-to-one. For every object y such that y ∈ [0, 1] there
exists an object x such that x ∈ [0, 1] and y = N1(x). �

(5) Let us consider a binary operation I on [0, 1], a strict fuzzy negation N ,
and a fuzzy negation N1. Suppose N` = N1. Then I satisfies left con-
traposition property w.r.t. N if and only if I satisfies right contraposition
property w.r.t. N1.
Proof: N is onto. If I satisfies left contraposition property w.r.t. N , then
I satisfies right contraposition property w.r.t. N1. For every elements x, y
of [0, 1], I(N(x), y) = I(N(y), x). �
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3. Proposition 1.5.3

Let us consider a binary operation I on [0, 1] and a strong fuzzy negation
N . Now we state the propositions:

(6) If I satisfies contraposition property w.r.t. N , then I satisfies left con-
traposition property w.r.t. N .

(7) If I satisfies left contraposition property w.r.t. N , then I satisfies right
contraposition property w.r.t. N .

(8) If I satisfies right contraposition property w.r.t. N , then I satisfies con-
traposition property w.r.t. N .

(9) I satisfies contraposition property w.r.t. N if and only if I satisfies left
contraposition property w.r.t. N .

(10) I satisfies contraposition property w.r.t. N if and only if I satisfies right
contraposition property w.r.t. N .

4. Lemma 1.5.4

Let us consider a binary operation I on [0, 1] and a fuzzy negation N . Now
we state the propositions:

(11) If I satisfies (I1) and contraposition property w.r.t. N , then I satisfies
(I2).
Proof: For every elements x, y, z of [0, 1] such that y ¬ z holds I(x, y) ¬
I(x, z). �

(12) If I satisfies (I2) and contraposition property w.r.t. N , then I satisfies
(I1).
Proof: For every elements x, y, z of [0, 1] such that x ¬ y holds I(x, z) ­
I(y, z). �

(13) If I satisfies (LB) and contraposition property w.r.t. N , then I satisfies
(RB).

(14) If I satisfies (RB) and contraposition property w.r.t. N , then I satisfies
(LB).

(15) If I satisfies (NP) and contraposition property w.r.t. N , then N = NI
and NI is strong.

(16) If I satisfies (NP) and contraposition property w.r.t. N , then I satisfies
(I3), (I4), and (I5). The theorem is a consequence of (15).

(17) Let us consider a binary operation I on [0, 1]. Suppose I satisfies (NP).
If NI is not strong, then for every fuzzy negation N , I does not satisfy
contraposition property w.r.t. N .
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5. Lemma 1.5.6 and Corollaries

Let us consider a binary operation I on [0, 1] and a strong fuzzy negation
N . Now we state the propositions:

(18) If N = NI , then if I satisfies contraposition property w.r.t. N , then I
satisfies (NP).

(19) If N = NI , then if I satisfies (EP), then I satisfies (I3), (I4), (I5), (NP),
and contraposition property w.r.t. N . The theorem is a consequence of
(18) and (16).

Let us consider a binary operation I on [0, 1] and a fuzzy negation N . Now
we state the propositions:

(20) If I satisfies contraposition property w.r.t. N , then I satisfies (I1) iff I
satisfies (I2).

(21) If I satisfies contraposition property w.r.t. N , then I satisfies (LB) iff I
satisfies (RB).

(22) If I satisfies contraposition property w.r.t. N , then if N is strong, then
I satisfies (NP) iff N = NI .

(23) If I satisfies contraposition property w.r.t. N , (I1), and (NP), then I ∈
FI and NI = N and N is strong. The theorem is a consequence of (20),
(16), and (15).

(24) Let us consider fuzzy implication I satisfying (NP) and (EP). Then NI
is strong if and only if I satisfies contraposition property w.r.t. (NI).

6. Some Further Examples of Fuzzy Implications

The functor II3 yielding a binary operation on [0, 1] is defined by

(Def. 4) for every elements x, y of [0, 1], if x = 0 or y 6= 0, then it(x, y) = 1 and
if x 6= 0 and y = 0, then it(x, y) = 0.

One can verify that II3 is antitone w.r.t. 1st coordinate, isotone w.r.t. 2nd
coordinate, 00-dominant, 11-dominant, and 10-weak. Now we state the propo-
sition:

(25) NII3 = ND1.

Let us note that II3 satisfies (EP) but does not satisfy (NP) and II3 satisfies
contraposition property w.r.t. (NII3).

The functor II4 yielding a binary operation on [0, 1] is defined by

(Def. 5) for every elements x, y of [0, 1], if x 6= 1 or y = 1, then it(x, y) = 1 and
if x = 1 and y 6= 1, then it(x, y) = 0.
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One can verify that II4 is antitone w.r.t. 1st coordinate, isotone w.r.t. 2nd
coordinate, 00-dominant, 11-dominant, and 10-weak. Now we state the propo-
sition:

(26) NII4 = ND2.

Let us note that II4 satisfies (EP) but does not satisfy (NP) and II4 satisfies
contraposition property w.r.t. (NII4).

7. Contrapositive Symmetry w.r.t. the Natural Negation

Let I be a fuzzy implication. We say that I satisfies contraposition property
if and only if

(Def. 6) I satisfies contraposition property w.r.t. (NI).

We say that I satisfies left contraposition property if and only if

(Def. 7) I satisfies left contraposition property w.r.t. (NI).

We say that I satisfies right contraposition property if and only if

(Def. 8) I satisfies right contraposition property w.r.t. (NI).

Observe that ILK satisfies left contraposition property w.r.t. (NC), right
contraposition property w.r.t. (NC), and contraposition property w.r.t. (NC)
and ILK satisfies left contraposition property, right contraposition property, and
contraposition property. IGD satisfies right contraposition property w.r.t. (ND1)
and IGD satisfies right contraposition property.

Note that IRC satisfies contraposition property w.r.t. (NC), left contrapo-
sition property w.r.t. (NC), and right contraposition property w.r.t. (NC) and
IRC satisfies contraposition property, left contraposition property, and right con-
traposition property. IKD satisfies contraposition property w.r.t. (NC) and IKD
satisfies left contraposition property w.r.t. (NC) and IKD satisfies right con-
traposition property w.r.t. (NC) and IKD satisfies contraposition property, left
contraposition property, and right contraposition property.

Let us observe IGG satisfies right contraposition property w.r.t. (ND1) and
IGG satisfies right contraposition property. Now we state the proposition:

(27) IRS satisfies left contraposition property w.r.t. (NC).

One can check that IRS satisfies contraposition property w.r.t. (NC), left
contraposition property w.r.t. (NC), and right contraposition property w.r.t.
(NC). Now we state the proposition:

(28) Let us consider a decreasing fuzzy negation N . Then IRS satisfies con-
traposition property w.r.t. N .
Proof: Set I = IRS.
For every elements x, y of [0, 1], I(x, y) = I(N(y), N(x)). �
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Let us observe that IYG satisfies right contraposition property w.r.t. (ND1)
and IYG satisfies right contraposition property. IWB satisfies right contraposition
property w.r.t. (ND2) and IWB satisfies right contraposition property.

Note that IFD satisfies contraposition property w.r.t. (NC), left contrapo-
sition property w.r.t. (NC), and right contraposition property w.r.t. (NC) and
IFD satisfies contraposition property, left contraposition property, and right con-
traposition property.

8. Fuzzy Lattice Revisited

Now we state the propositions:

(29) FuzzyLattice [0, 1] is a complete, Heyting, distributive lattice.

(30) the set of all f where f is a fuzzy negation ⊆ [0, 1][0,1].

Let N1, N2 be fuzzy negations. The functors: max(N1, N2) and min(N1, N2)
yielding fuzzy negations are defined by conditions

(Def. 9) there exist functions f , g from [0, 1] into R such that f = N1 and g = N2
and max(N1, N2) = max(f, g),

(Def. 10) there exist functions f , g from [0, 1] into R such that f = N1 and g = N2
and min(N1, N2) = min(f, g),

respectively. The functor FuzzyNegations yielding a strict, full relational sub-
structure of FuzzyLattice [0, 1] is defined by

(Def. 11) the carrier of it = the set of all N where N is a fuzzy negation.

Observe that FuzzyNegations is non empty, reflexive, transitive, and anti-
symmetric. Now we state the proposition:

(31) Let us consider fuzzy negations N1, N2.
Then max(N1, N2) =maxR[0,1](N1, N2).
Proof: Set A = [0, 1]. Set F = max(N1, N2). Set m =maxR[0,1](N1, N2).
Consider f1 being a function such that m = f1 and dom f1 = A and
rng f1 ⊆ R. For every object x such that x ∈ [0, 1] holds F(x) = m(x). �

Let us consider fuzzy negations N1, N2 and membership functions f2, g2 of
[0, 1]. Now we state the propositions:

(32) If N1 = f2 and N2 = g2, then max(N1, N2) = max(f2, g2).

(33) If N1 = f2 and N2 = g2, then min(N1, N2) = min(f2, g2).

(34) Let us consider fuzzy negations N1, N2.
Then min(N1, N2) =minR[0,1](N1, N2).
Proof: Set A = [0, 1]. Set F = min(N1, N2). Set m = minR[0,1](N1, N2).
Consider f1 being a function such that m = f1 and dom f1 = A and
rng f1 ⊆ R. For every object x such that x ∈ [0, 1] holds F(x) = m(x). �
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Note that FuzzyNegations is join-inheriting and FuzzyNegations is meet-
inheriting.

Let us consider elements N1, N2 of FuzzyNegations and fuzzy negations N1,
N2. Now we state the propositions:

(35) If N1 = N1 and N2 = N2, then N1 tN2 = max(N1, N2). The theorem is
a consequence of (32).

(36) If N1 = N1 and N2 = N2, then N1 uN2 = min(N1, N2). The theorem is
a consequence of (33).
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